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Motivation

Given is a non-linear, time-invariant system > with
~_|_ ~
" = f(z,u)
J = h(2)
which is stable and where © € [Umin, Umaz]-

Find a model for it using only data of input © and output y.
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Motivation

Given is a non-linear, time-invariant system > with
" = f(Z,u)
g = h(Z)
which is ISS/§ISS and where © € [Unin, Umaz]-

Find a model for it using only data of input © and output y.

K = {a:RT - R" a cont., str. inc., a(0) = 0}
Koo ={a:R" =R a € K, a unbounded}
KL ={B:R" xNy—R" |Bcont., B(-,k) € K,

B(s, -) str. dec., tle B(s, k) =0}

1. Lars Griine and Jirgen Pannek, Nonlinear model predictive control : theory and algorithms. Switzerland: Springer,
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Stability of LSTM

We require the LSTM to be ISS/ISS. Reasons:
1. >3 is ISS/J1SS.

2. Eventually,
= (ISS) (k) gets near 0.

= (61SS) x1(k), z2(k) get near to each other.
3. Safety guarantees.

— How to guarantee ISS/0ISS for LSTM formally?
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Stability of LSTM

Theorem 1. The LSTM network is ISS with respect to the input u and
bias b, if A is Schur, where

A — g, U |
o) 595t ||U.]

Proposition 1. A is Schur if and only if the following inequation
holds:

ol +5%||U|| < 1.

6/10



Stability of LSTM

Theorem 1. The LSTM network is ISS with respect to the input u and
bias b, if A is Schur, where

A — 55 52|_|Ucl| |
Egag a0, ||U||

Proposition 1. A is Schur if and only if the following inequation
holds:

ol +5%||U|| < 1.
Lemma 1. Given a 2 X 2 real matrix A, it is Schur if and only if

—1—-—a<b<l,

wherea = —Aj; — A andb = A1 Ay — A2 A9. 7/10



Stability of LSTM

Theorem 2. The LSTM network is dISS with respect to the inputs uq
and us if Ay is Schur, where

i
o o
As = |_ 9
d oo ol + (57| |U, ||
with
O.C
C — —
—HUfH gaf + T |Uel| + 7 HUiHUE-
g

Proposition 2. A is Schur if the following inequation hold:

1 1
—1—|—0f+ozc7 + lelUII < Zﬁg_fHUH < 1.
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How to Find Parameters Ensuring ISS?

Formulate the equations from Prop.1as r < 0.

1. The shown loss function aims to fullfilling the inequations from Proposition 1 to enforce just ISS. For enforcing 8ISS,
one needs to consider the inequations from Proposition 2, instead. The procedure, however, is the same. €

9/10



Conclusion

= An LSTM network can be used to model non-linear systems.
= For this, ISS/JISS is a desirable property for the LSTM network.
= ]SS and 0ISS of an LSTM network can be shown formally.

= ]SS and 0ISS can be enforced during optimization.
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